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Abstract We consider scenarios where we have zero
instances of real pedestrian data (e.g., a newly installed

surveillance system in a novel location in which no la-
beled real data or unsupervised real data exists yet)
and a pedestrian detector must be developed prior to

any observations of pedestrians. Given a single image

and auxiliary scene information in the form of cam-
era parameters and geometric layout of the scene, our
approach infers and generates a large variety of geo-
metrically and photometrically accurate potential im-
ages of synthetic pedestrians along with purely accu-
rate ground-truth labels through the use of computer

graphics rendering engine. We first present an efficient
discriminative learning method that takes these syn-
thetic renders and generates a unique spatially-varying
and geometry-preserving pedestrian appearance classi-
fier customized for every possible location in the scene.
In order to extend our approach to multi-task learning
for further analysis (i.e., estimating pose and segmenta-
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tion of pedestrians besides detection), we build a more
generalized model employing a fully convolutional neu-

ral network architecture for multi-task learning lever-
aging the “free” ground-truth annotations that can be
obtained from our pedestrian synthesizer. We demon-

strate that when real human annotated data is scarce or

non-existent, our data generation strategy can provide
an excellent solution for an array of tasks for human

activity analysis including detection, pose estimation
and segmentation. Experimental results show that our
approach (1) outperforms classical models and hybrid
synthetic-real models, (2) outperforms various combi-
nations of off-the-shelf state-of-the-art pedestrian de-
tectors and pose estimators that are trained on real
data, and (3) surprisingly, our method using purely syn-
thetic data is able to outperform models trained on real
scene-specific data when data is limited.

Keywords Training with Synthetic Data · Pedestrian
Detection · Pose Estimation

1 Introduction

Over the past decade, computer vision has seen great
strides across a wide array of tasks including object
recognition and detection [1], semantic segmentation
[2], image captioning [3], face recognition [4] and many
more. The success of these models depends heavily on
the availability of computational resources and a key
ingredient for learning such complex models – large
amounts of human annotated data. In many scenarios,

however, human labeled data is scarce or worse yet,
simply unavailable.

In this work we consider one such scenario where a

surveillance system is newly installed in a novel location
and we must bootstrap a pedestrian detector and pose
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estimator for a specific surveillance environment with-
out access to any pre-acquired real pedestrian data, ei-
ther labeled or unlabeled. A similar situation may arise
when a new imaging system (e.g., a custom camera with

unique lens distortion or internal building surveillance
system) has been designed and must be able to detect
pedestrian without the expensive and burdensome pro-

cess of collecting data with the new imaging device or
system.

A straightforward solution would be to use an ex-
isting generic pedestrian detection and pose estima-
tion system. Most of these generic systems however, are
trained on a data distribution that is potentially quite

different from the scene under consideration and may
result in a very low accuracy system. Although it would
be possible to adapt generic models to the new environ-
ment by incrementally labeling real examples, it would
still require significant manual human intervention. In
contrast, in this work we would like to completely auto-
mate this process and learn a pedestrian detector and
pose estimator without using any real data.

Fortunately, in the aforementioned scenarios, we typ-

ically have access to two important pieces of informa-
tion: (1) the camera’s calibration parameters, and (2)
scene geometry. With this information, we show that it
is possible to generate synthetic training data (i.e., com-
puter generated pedestrian images) to act as a proxy
for the real data and to perform human activity anal-
ysis such as localizing pedestrians and estimating their
pose. Moreover, we show that by using this ‘data-free’
technique (i.e., does not require real pedestrian data),
we are still able to train a scene-specific pedestrian de-
tector that outperforms many baseline techniques.

Using geometrically consistent synthesis of humans
presents us with many advantages that can compensate
for the lack of real training data: (1) We can maximize
the physical geometric information in the scene in terms
of the appearance of humans in the scene, the static
objects in the scene causing occlusions, resolution and
quality of human appearance captured by the camera
system, distortions caused by camera optics and partial
people at the edges of the camera frame. This geometric
information can be incorporated into the data synthe-
sis pipeline to generate realistic renders of virtual hu-
mans; (2) We can potentially synthesize an unlimited

amount of pedestrian samples spanning a wide range
of appearance variations (e.g., clothing, height, weight,
gender, ethnicity) on demand; (3) We can simulate hu-

man appearance at literally all potential locations in
the scene that humans can exist. Additionally we can
precisely control the pose, orientation and 3D location
of the simulated pedestrian in the scene; (4) We can
automatically obtain annotations for detection, body

part locations and segmentation masks. The annota-

tions obtained this way are noiseless and precise while

human-labeled data is often noisy and error prone.
In our proposed approach, we simultaneously learn

hundreds of pedestrian detectors for a single scene us-
ing millions of synthetic pedestrian images. Since our
approach is purely dependent on synthetic data, the al-
gorithm requires no real-world data. To learn the set
of scene-specific location-specific pedestrian detectors,
we propose an efficient and scalable appearance learn-
ing framework. Our algorithmic framework makes use

of highly-efficient correlation filters as our basic detec-
tion unit and globally optimizes each model by taking
into the account the appearance of a pedestrian over
a small spatial region. We compare our approach to

several generically trained baseline models and show

that our approach generates a better performing scene-
specific pedestrian detector. More importantly, our ex-

perimental results over multiple data sets show that our
‘data-free’ approach actually outperforms models that
are trained on real scene-specific pedestrian data when

data is limited.
We go further and propose to learn a scene-and-

region specific spatially-varying fully convolutional neu-
ral network for simultaneous detection, pose estimation
and segmentation of pedestrians. Traditionally synthetic
data has often been used in conjunction with real data
while training, either for learning models from scratch
or for fine-tuning an existing model. In contrast, the
proposed network model is trained purely on synthetic
data from scratch. Surprisingly, our method outper-
forms competitive alternatives that are trained on real

data, when evaluated not only on synthetic images but

on real data as well, contradicting conventional thought,
that models trained purely on synthetic data cannot

obtain high accuracy on real data.
The paper is organized as follows: First, we review

related approaches in the area of synthetic data, pedes-

trian detection and pose estimation, and visual analy-

sis for surveillance system in Section 2. Second, we de-
scribe our proposed approach about data synthesis in
Section 3.1, discriminative learning method in Section
3.2, and fully convolutional neural network architecture
for multi-task learning method in Section 3.3. Finally
experimental results are described in Section 4.

2 Related Work

2.1 Employing Synthetic Data in Computer Vision

The idea of using synthetic data for 2D object detection
is not new. Brooks [5] used computerized 3D primitives
to describe 2D images. Dhome et al. used computer
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generated models to recognize articulated objects from
a single image [6]. 3D computer graphics models have
been used for modeling human shape [7, 8], body-part
gradient templates [9], full-body gradient templates [10]

and hand appearance [11, 12, 13]. In addition to model-
ing people, 3D simulation has been used for multi-view
car detection [14, 15, 16] and 3D indoor scene under-

standing [17, 18]. Sun and Saenko [19] used virtual ob-
jects to train 2D object detector for real objects. Work
by Marin et al. [10] used a video game rendering engine

to generate synthetic training data. While they learned
a single pedestrian detector applied to a mobile sce-
nario, we learn hundreds of location sensitive models
for a surveillance scenario. Synthetic data can also be
used for evaluation [20]. The main benefit of computer
generated data is that it does not require manual data
labeling since the ground truth is known. The second
benefit is that large amounts of data can be generated
with little effort. We take advantage of both of these
benefits in our work.

The use of synthetic models has been explored for
a variety of computer vision tasks, typically in the con-
text of data augmentation or domain adaptation for
object classification. Aubry et al. [21] posed object de-
tection as a 2D-3D alignment problem and learned ex-
emplar classifiers from 3D models to align and retrieve
the models that best matches the viewpoint of 2D ob-
jects in images. Vazquez et al. [22] combined synthetic
pedestrian data with real pedestrian data to generate

robust real world detectors. Pishchulin et al. [23] gener-
ated pedestrian samples with realistic appearance and
backgrounds while modifying body shape and pose us-
ing 3D models to augment their real training data for
pose estimation. More recently, there are some works
using large scale synthetic dataset for video analysis
from in-car camera or urban scenes [24, 25, 26]. These
techniques demonstrated that the performance of vi-
sual classifiers can be improved by augmenting real data
with a large amount of synthetic data. We emphasize
here that we operate in a different regime where no real
data is available for augmentation or adaptation.

One effective use of computer generated images is
in the area of visual domain adaptation [27, 28, 22].
First, large repositories of synthetic 2D data can be
used to bootstrap detectors. Then, the data or detec-

tors can be adapted to real data by leveraging data from
the test distribution. Pishchulin et al. combined synthe-
sized real 3D human body models and a small number
of labeled pedestrian bounding boxes to learn a very ro-
bust pedestrian detector [28]. Their work showed that
augmenting the training set with the appropriate mix
of synthetic and real data can maximize test time per-
formance. Vazquez et al. [22] also showed how synthetic

pedestrian data can be combined with real pedestrian

data to generate robust real-world detectors. We ad-
dress a different task than domain adaptation, in that
we are learning the synthetic pedestrian model needed

prior to the adaptation task.
Adapting pre-trained models to a new domain has

been an active area of research [29, 30, 31, 32, 33]. The
most recent approaches can adapt detectors trained in
another domain without the need for new labeled data
by bootstrapping a new detector with high or low confi-
dence detections in the new scene [34]. Our work is dis-
tinct from work on domain adaption in that we do not
allow access to scene-specific real data. In domain adap-
tation a pre-existing pedestrian detector (or generic
pedestrian data) is augmented with scene-specific real

data to improve performance. Our work is complemen-

tary to domain adaptation work in that our proposed
detector or data can be used as an initialization for the

domain adaptation problem.
Visual analysis tasks can also be trained using only

synthetic data [35]. Recently Su et al. [36] proposed to

use a large collection of 3D models for viewpoint es-
timation in images. Fischer et al. [37] used rendered
data of flying chairs for supervised optical flow predic-
tion. However, in these tasks the rendering is done with-
out considering any scene information which results in
physically implausible synthetic images (e.g., floating
cars). Shotton et al. [38] leveraged prior knowledge that
the camera will be roughly fronto-parallel to the user
to generate a variety of synthetic depth maps to train a
human pose estimator. Hattori et al. [39] used prior in-
formation about the scene to learn scene-specific pedes-

trian detectors purely from synthetic data. The work

showed that leveraging prior camera and scene knowl-
edge in the synthetic data generation pipeline can help

to ensure a tighter coupling between people observed

in the training and testing data distributions. Our ap-
proach builds on the work of [39] but extends to a far

more challenging task, i.e., simultaneous articulated hu-
man pose estimation and body segmentation in addi-
tion to detection. Furthermore, our proposed model is
based on a deep convolutional neural network that is
trainable end-to-end instead of using a support vector
machine on top of hand-crafted features.

2.2 Pedestrian Detection and Human Pose Estimation

There is a large body of work for pedestrian detection
and human pose estimation. A complete treatment of
this vast literature is beyond the scope of this paper. We
instead provide a brief overview of the main techniques
and focus on the most relevant state-of-the-art meth-
ods. Research on pedestrian detection is largely focused
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on designing better feature representations and part-
based architectures. Carefully designed features [40, 41,
42, 43] that are computationally efficient have been the
focus of much of the last decade. For this work, we first

limit our choice to the standard HOG feature. For the
classifier, we utilize a correlation filter based approach
[44, 45] over the standard SVM for computational effi-

ciency reasons as we are required to learn large numbers
of templates for a scene.

In contrast, modern day methods for pedestrian de-
tection are based on carefully designed deep network ar-
chitectures for feature learning [46, 47]. Architecturally,
deformable part based methods [48, 49] have been the

dominant method for detecting pedestrians. More re-
cently, it has been shown that general object detection
frameworks [50, 51, 52] can also achieve competitive

pedestrian detection performance. Later in this work,
we present a fully end-to-end classifier based on convo-
lutional neural network to enhance the feature engineer-
ing stage, and more importantly, to realize multi-task
learning for further analysis required in surveillance sce-
narios.

Interestingly, techniques for human pose estimation
have been developed independently from human detec-
tion, where it is often assumed that the rough loca-
tion of the person is available prior to pose estimation.
Techniques for human pose estimation can be largely
categorized into deformable parts based models [53, 54,
55, 56], deep convolutional networks that regress from
the image to the keypoint locations [57, 58, 59] and
methods that regress from the image to the ideal local-
ization heat-maps [60, 61, 62, 63] of body parts. Toshev
et al. [57] introduced one of the earliest deep learning
based approaches for pose estimation, learning a regres-
sion function from the image to the part coordinates.
Carreira et al. [58] introduced a similar approach that

iteratively refines the prediction of part locations. Cur-
rent state-of-the-art approaches for human pose esti-
mation, Convolutional Pose Machines (CPM) [61] and

Stacked Hourglass Networks [62], directly regress part
localization heat maps from the input image. These ap-
proaches, 1) assume that humans have been detected,

at least coarsely, and 2) are trained on real annotated
images spanning a range of human pose and appear-
ance.

Our approach, learns a scene-and-region-specific model
that integrates (via heat map regression) pedestrian de-
tection, pose estimation and segmentation into a single
fully convolutional neural network. And unlike existing
approaches, our model is trained purely on synthet-
ically rendered pedestrians and evaluated on real
pedestrian images. By leveraging geometrically accu-

rate renderings of humans in the scene, our approach

is able to bridge the gap in appearance between real

and synthetic humans and outperforms generic state-

of-the-art approaches trained on real data for human
detection and pose estimation for a given scene.

2.3 Visual Analysis for Surveillance Systems

In this work, we have limited ourselves to a surveil-
lance scenario where the camera is static and the scene
is known. This stands in contrast to the large body of
work focused primarily on pedestrian detection from a

mobile platform [64, 65, 43, 66]. The mobile scenario
describes a more challenging problem where the cam-
era is undergoing ego-motion and the scene geometry is
usually unknown. Adaptive techniques have been pro-
posed for surveillance scenarios [67, 68, 69, 70]. The use
of scene geometry, changes in background over time and
locality aware detectors can be used to greatly improve

the performance of detectors for a specific scene. Our
work is similar in that we use scene geometry and cam-
era calibration parameters to generate scene-specific syn-
thetic data. Our work is different in that we do not use
real data from the scene to adapt our detector.

3 Proposed Method

Fig. 1 gives a pictorial illustration of our spatially-varying

scene-specific pedestrian detection framework. We con-

sider the surveillance setting where the following infor-
mation is known a priori. (however, automated ways
of obtaining this information exist): (1) intrinsic and

extrinsic parameters of the static camera and (2) the
geometrical layout of the scene, i.e., semantic labels
for all the regions (“pedestrian region”) in the scene

where a pedestrian could possibly appear and seman-
tic labels for obstacles in the scene where a pedes-
trian could either be occluded or physically cannot be
present. We call this information scene description. The

scene description is leveraged along with synthesized 3D
pedestrian models to generate realistic simulations of
the appearance of pedestrians for every location of the
“pedestrian region”. We then learn a smooth spatially-
varying scene-specific discriminative appearance model
for pedestrian detection. During detection, unlike the

conventional approach where a single global detector
is applied across the entire image, hundreds of scene-
specific location-specific pedestrian detectors are ap-
plied to the scene.

In order to scale to multi-task learning for further
analysis (i.e., estimating pose and segmentation of pedes-
trians besides detection), we build a more generalized
model employing a fully convolutional neural network



Synthesizing a Scene-Specific Pedestrian Detector and Pose Estimator for Static Video Surveillance 5

Joint
Classifier
Ensemble
Learning

Scene Geometry

Pedestrian Renderings

Scene Simulation

Location Specific
Patches

Pedestrian
Detectors

Detection Result

Fig. 1: Overview of our efficient discriminative learning method: Given a single image of a scene, camera
parameters and coarse scene geometry (i.e., obstacles (red), walls (blue) and walkable areas (green)) as input,
our approach synthesizes physically grounded and geometrically accurate renders of pedestrians for every grid

location. All location-specific pedestrian detectors are trained jointly to learn a smoothly varying appearance
model. Multiple scene-and-location-specific detectors are run in parallel at every grid location.

rendered
pedestrian

foreground 
mask

skeleton 
projection

scene image geometry

rendered scene

ScenePoseNet ScenePoseNet ScenePoseNet ScenePoseNet…

region specific training

ScenePoseNet ScenePoseNet ScenePoseNet ScenePoseNet…
input image

structured output
(detection, segmentation, pose)

Fig. 2: Overview of our fully convolutional neural network architecture for multi-task learning
method: With physically grounded and geometrically accurate renders of pedestrians for every grid location,

our region specific pedestrian detection and pose estimation networks are trained on this synthetic data. At test
time, our model takes a single image and outputs pedestrian detections, segmentation mask and body pose esti-
mates.

architecture for multi-task learning. Fig. 2 gives a picto-
rial illustration of the inner workings of our approach to

generate a scene-specific human detection and pose es-

timation framework given the scene description. Along
with a single image, this scene description serves as

the input to our framework to synthesize physically
grounded and geometrically accurate humans in the
valid regions of the scene. Our approach then learns an
ensemble of region-specific models for simultaneous de-
tection, pose estimation and segmentation of humans.
During inference, each of these region-specific models
are run in parallel on their corresponding regions.

In the following section, we firstly describe the data
synthesis approach from scene description (in Section

3.1). Secondly, we describe our discriminative learn-
ing method for the scene-specific pedestrian detection
framework (in Section 3.2) and our fully convolutional

neural network architecture for multi-task learning method
for the human detection and pose estimation framework
(in Section 3.3).
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3.1 Data Synthesis from Scene Description

High quality ground truth annotations are required to
train pedestrian detection and pose estimation systems.
Obtaining these labels from real data usually requires
a costly and noisy process of manual human labeling,
a process that does not scale very well to a large num-
ber of scenes. Instead, our approach uses the scene de-
scription to simulate probable pedestrian appearance
appropriate for each region of the scene.

Given the scene description, our approach first gen-

erates a planar 3D model of the scene, i.e., fits a pla-
nar ground plane, planar walls and cuboids to encom-
pass the obstacles. The camera parameters can then be

used to account for camera lens characteristics (e.g.,
perspective distortion in wide-angle cameras) and the
scene viewpoint for rendering geometrically accurate
humans. Autodesk 3DS Max is used as the scene mod-
eling and rendering engine. The rendering pipeline can
precisely control the following variations in human ap-
pearance: gender, height, width, orientation and pose
in addition to rendering human appearance at every
valid pedestrian location of the scene. Our virtual hu-
man database consists of 139 different models spanning
gender, clothing color and skin color. The models used
for this work only have skin tight clothing but have a
continuous range of walking configurations from stand-
ing to running. Our approach uniformly samples body

orientations from 0◦ ∼ 360◦ (Fig. 3) but can also be
guided by any prior information if available.

To generate ground truth labels for the people in

the rendered images we first associate attributes to each
3D virtual model with the following labels: segmenta-
tion mask, 3D locations of 27 parts and the location of
the center of the person for detection. The 2D labels
for training can then be automatically extracted from
the 3D annotations and the camera projection parame-
ters. This process allows us to generate consistent noise
free labels, unlike human annotations, at scale across all
rendered images. Furthermore, we can also uniformly
span all the variations in appearance, orientation, pose
or location unlike real data that follows a long-tailed

distribution.

3.2 Discriminative Learning Method

In this section we describe how to realize discriminative
learning with the data sythesized in Section 3.1.

3.2.1 Classifier Ensemble Learning

During detection using our approach, unlike the con-
ventional approach where a single global detector is ap-

(a) 30◦ (b) 60◦ (c) 90◦ (d) 120◦ (e) 150◦ (f) 180◦

(g) 210◦ (h) 240◦ (i) 270◦ (j) 300◦ (k) 330◦ (l) 360◦

Fig. 3: A few examples of the pedestrian renderings used

for training our pedestrian detectors. We have a total
of 36 different pedestrian models and for each location
we simulate pedestrians with 3 different walking poses
and 12 (every 30◦) different orientations.

plied across the entire image, hundreds of scene-specific
location-specific pedestrian detectors are applied to the
scene. Those detectors are trained for each location of
a fixed grid of single scale square regions (like 8 × 8
or 16× 16). Since the detectors at each location in the
image significantly overlap with each other it is nat-
ural to impose smoothness constraints between neigh-
boring detectors – neighboring detectors should be sim-
ilar. Therefore, we propose a joint detector learning ap-
proach while imposing smoothness constraints between
neighboring detectors. A nice consequence of our frame-
work is that the detectors are implicitly calibrated since
they are jointly trained. We base our detector on the

Vector Correlation Filter [44] formulation where the de-
tector design is posed as a regression problem.

Notation: For notational ease, all expressions through
the rest of this paper are given for 1-D signals with K-

channels. Vectors are denoted by lower-case bold (x)
and matrices in upper-case bold (X). x̂ ← FK(x) and
x ← F−1

K (x̂) denotes the Fourier transform of x and
the inverse Fourier transform of x̂, respectively, where
ˆ denotes variables in the frequency domain, FK() is
the Fourier transform operator and F−1

K () is the inverse
Fourier transform operator with the operators acting
on each of the K channels independently. Superscript †

denotes the complex conjugate transpose operation.

We pose the problem of jointly learning the n de-
tectors with mi training samples per detector as the
following optimization problem:

min
w1,...,wn

1

2

n∑
i=1

mi∑
j=1

∥∥∥∥∥
K∑

k=1

xkj
i ∗wk

i − gj
i

∥∥∥∥∥
2

2

(1)

+
λ

2

∑
(i,j)∈E

cij‖wi −wj‖2
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(a) Positive Samples

(b) Negative Samples

Fig. 4: The positive samples have variations in pedes-
trian pose, appearance, height, gender etc. On the other
hand the negative samples consist of many variations of
the background including samples with partial occluded
pedestrians and pedestrians at very different scale.

where ∗ denotes the correlation operation, xj
i is the j-th

training image for the i-th detector wi, g
j
i is the desired

correlation response and E defines the set of edges1 with
connections between neighboring regions that overlap
with each other. The second term captures the classifier
smoothness constraints for overlapping regions of the
classifier and cij captures the smoothness weights and
λ is the regularization parameter which trades-off the
smoothness term. We adopt the Alternating Direction
Method of Multipliers (ADMMs) [71] to solve the above
optimization problem efficiently. The problem is now

posed as:

min
w1,...,wn

1

2

n∑
i=1

mi∑
j=1

∥∥∥∥∥
K∑

k=1

xkj
i ∗wk

i − gj
i

∥∥∥∥∥
2

2

(2)

+
λ

2

∑
(i,j)∈E

cij‖hi − hj‖22 +
ρ

2
‖W −H‖2F

s.t. W = H

where ρ is a regularization parameter. We now form and
optimize the Lagrangian for this optimization problem,

L(W,H,Λ) =
1

2

n∑
i=1

mi∑
j=1

∥∥∥∥∥
K∑

k=1

xkj
i ∗wk

i − gj
i

∥∥∥∥∥
2

2

(3)

+
λ

2

∑
(i,j)∈E

cij‖hi − hj‖22

+
ρ

2
‖W −H‖2F

+ΛT (vec(W)− vec(H))

1 The connectivity graph considered in this paper is a
Markov Random Field over all regions while ignoring the re-
gions defined as walls and obstacles.

This problem can be solved by decomposing it into sub-
problems for W, H and Λ, each of which can in turn
be solved very efficiently.

Subproblem W:

Wl+1 = arg min
W

L(W,Hl,Λl) (4)

This sub-problem can be further decomposed into in-
dividual sub-problems for each of the locations in the
scene in closed form in the Fourier domain i.e,

wl+1
i = arg min

w

1

2

mi∑
j=1

‖
K∑

k=1

xkj
i ∗w − gj

i ‖22

+
ρ

2
‖w − hl

i‖22 +ΛlT
i (w − hl

i)

= F−1
K {arg min

ŵ

1

2

mi∑
j=1

‖
K∑

k=1

X̂kj†
i ŵ − ĝj

i ‖22

+
ρ

2
‖ŵ − ĥl

i‖22 + Λ̂l†
i (ŵ − ĥl

i)}
= F−1

K {(D̂+ ρI)−1(ρĥl
i + p̂− Λ̂l

i)}
where we use the Parseval’s theorem to express the ob-
jective function in the Fourier domain. X̂k†

j ĥk is the
DFT (of size NF ) of the correlation of the k-th channel

of the j-th training image with the corresponding k-th
channel of the CF template where the diagonal matrix
X̂k

j contains the vector x̂k
j along its diagonal and,

D̂ =
1

NF

⎡
⎢⎢⎣

∑mi

j=1 X̂
1
jX̂

1†
j · · · ∑mi

j=1 X̂
1
jX̂

K†
j

...
. . .

...∑mi

j=1 X̂
K
j X̂1†

j · · · ∑mi

j=1 X̂
K
j X̂K†

j

⎤
⎥⎥⎦ (5)

p̂ =
1

NF

⎡
⎢⎣

∑mi

l=1 X̂
1j
i ĝj

i
...∑mi

l=1 X̂
Kj
i ĝj

i

⎤
⎥⎦ , ĥ =

⎡
⎢⎣
ĥ1

...

ĥK

⎤
⎥⎦ , ŵ =

⎡
⎢⎣
ŵ1

...
ŵK

⎤
⎥⎦

Subproblem H:

Hl+1 = arg min
H

L(Wl+1,H,Λl) (6)

The solution for this sub-problem results in a closed
form solution which can be implemented very efficiently
in the spatial domain.

Hl+1 = arg min
H

λ

2

∑
(i,j)∈E

cij‖hi − hj‖22

+
ρ

2
‖Wl −H‖2F +ΛlT (vec(Wl)− vec(H))

= arg min
H

λ

2
HTAH+

ρ

2
‖Wl −H‖2F

+ΛlT (vec(Wl)− vec(H))

= (λA+ ρI)−1(ρvec(W) + vec(Λ))
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where A is a sparse adjacency matrix defining the con-
nectivity structure (defined by the scene geometry) of
the smoothness graph.

Subproblem Λ:

Λl+1 = Λl + ρ(Wl+1 −Hl+1) (7)

3.2.2 Detection Protocol

Given a video frame, pedestrian detection is performed
by running each of the spatially varying pedestrian de-
tectors at their corresponding locations resulting in a
detection response map over the entire image. To ac-
count for the height variation among pedestrians we
also evaluate the detectors over a small range of scales

at each location (0.95 to 1.05). Finally we apply non-
maximal suppression to filter the multiple overlapping
detections for each instance of the object obtained from

the response map. We note that due to the spatially
varying nature of the pedestrian detector, detection can
no longer be performed efficiently using convolution.

3.3 Fully Convolutional Neural Network Architecture
for Multi-task Learning Method

In this section we describe how to realize fully con-
volutional newral network architecture for multi-task
learning with the data synthesis in Section 3.1.

3.3.1 Learning the Network from Synthetic Data

Using the scene-specific data generated above, our now
develop a deep neural network trained to operate ac-
cording to the specifications of the scene description.

Our deep convolutional neural network improves over
our initial model by providing a more general architec-
ture for multi-task learning applied to pedestrian de-
tection.

The network trained by our approach is designed to
jointly accomplish the following tasks: localization of
pedestrians, localizing the landmarks that define their
pose and segment the pixels that define them. To pre-
dict the pedestrian location, pose and segmentation mask
the network has to model the full appearance of the
pedestrian, the local appearance of the landmarks and
a prior on the valid spatial configuration of these parts.
The network design aims to encapsulate these desider-
ata. To capture appearance, both the full pedestrian
and the local landmark appearance, learning is posed
as a regression problem mapping the RGB input into a
heatmap for accurate localization of the pedestrian, lo-
cal landmarks and the segmentation mask. The prior on
the spatial relationships between the part locations is

implicitly learned through a spatial belief module that

accounts for the correlations between the heatmaps of

the full pedestrian, local landmarks and the segmenta-
tion masks. We call our specific instantiation of multi-

task deep learning for pedestrian analysis as ScenePoseNet.
Human pose estimation systems typically treat de-

tection and pose estimation as independent and sequen-
tial tasks, with detection followed by pose estimation.
These systems either expect ground truth human detec-
tions or at least expect a coarse detection using an off-
the-shelf detector. However, the tasks of detection and
part localization are highly interdependent processes.
The accuracy of the detection can greatly affect the
pose estimation process. Accordingly, the ScenePoseNet
model couples these tasks to improve the efficacy of
both pedestrian detection and pose estimation. The
main idea behind our ScenePoseNet architecture is to
(1) directly regress part localization beliefs from the

image features and (2) learn the interactions between
these confidence maps.

3.3.2 Basic blocks

We use the following basic units to define our net-

work: Residual Unit [72] and Spatial-Belief Module.
The residual unit was introduced to address the prob-
lem of vanishing gradients in training very deep con-
volutional networks. We adopt this basic unit for our
network and also build upon it to define our Spatial-
Belief (SB) module. As shown in Fig. 5(b) the SB mod-

ule is purposed to (1) map the input features of the

block to the part localization beliefs (heat-maps) and
simultaneously (2) process the input features and part
localization beliefs from the previous block. The image

features and the part localization beliefs generated by
this block are concatenated to form the input to the
next block. Given an input x to SB module, the output
y is given by,

y = (x+ fres(x))� fbelief (x) (8)

= (x+ r)� b (9)

where� denotes the concatenation operation, r = fres(x)

is the operation through the non-identity branch of
the residual unit and b = fbelief (x) denotes the map-
ping from the input x to the desired heat maps (hu-

man detection, part detection and segmentation mask)
through a series of 1× 1 convolutions. Our SB unit en-
ables the network to consider part detection confidences
with varying amounts of contextual information around
the parts from different receptive fields. The part local-
ization confidences bi from the i-th SB unit propagates
to the next (i+1)-th SB block and is processed through
the non-identity path where the correlations between
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(b) Spatial Belief Module

Fig. 5: The basic modules that comprise our ScenePoseNet architecture, (a) Residual module [72], (b) Spatial-
Belief (SB) module. The spatial-belief unit aggregates (� denotes the concatenation operation) the image features
extracted from the convolutional network and the confidence maps of the full pedestrian, local landmarks and the
segmentation mask from the output of the previous SB unit. The aggregated features now serve as the input to
the next SB unit where the image features and confidence maps are jointly processed, thereby learning a prior on
valid spatial relationships between the heat maps, and consequently body pose.

+

Fig. 6: ScenePoseNet: An illustration of our network architecture. Our network is comprised of three basic
units: convolutional block, residual block and spatial-belief block. Our network uses information from multiple
different spatial contextual regions via skip connections (� denotes the concatenation operation). The input image
is mapped to the ideal heat maps for part localization, pedestrian center and segmentation mask.

the heat-maps of the various parts are implicitly cap-

tured. This can be readily seen by applying the SB unit

operation recursively,

xi+1 = (xi + ri)� bi. (10)

Both the identity shortcut and the fres() in each SB
unit implicitly processes the beliefs from all previous
SB units due to our concatenation operation. Further-

more, the detection confidence maps generated in each
SB unit also consider part localization confidences at
all previous SB units, each computed with different re-
ceptive fields. Therefore, the network takes advantage
of detection confidence maps at multiple stages and
through multiple receptive field sizes.

3.3.3 ScenePoseNet

Our complete detection, pose estimation and segmenta-
tion network architecture is illustrated in Fig. 6. Given
an input image, ScenePoseNet jointly localizes pedes-
trians, localizes body parts and segments the pedes-
trians in the form of heat maps. The network is com-
posed of fully convolutional layers to preserve spatial

context while being computationally efficient. For pre-
cise localization and pose estimation of pedestrians we

also use dense heat map prediction throughout the net-

work preventing loss of information due to sub-sampling

(pooling). The input image is passed through a convo-
lutional layer with 5×5 filters, followed by four residual

units with 3 × 3 filters following the design of residual
networks for object recognition. This is followed by 3
SB units each with convolutional filters with large re-
ceptive fields, 17 × 17 to increase the receptive field

of the network while still performing dense prediction.
The SB units are followed by two 1 × 1 convolutional
layers to map the image features to the heat maps.

Finally, skip connections are used for fusing informa-
tion from multiple different contextual regions, as it
combines features from various scales of receptive fields
(similar to [61]). The bounding box location for detec-
tion is inferred around the heatmaps of joints, center of
body, and segmentation.

The network is optimized to minimize the multi-task

mean-squared-error loss L between the network predic-
tion {odet,opose,oseg} = fconv(bi � · · · � bn) and the
ideal heatmaps for pedestrian detection, part localiza-

tion and segmentation mask, defined as follows,

L = αLdet + βLpose + γLseg (11)
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Ldet = ‖odet − gdet‖22 (12)

Lpose =
1

n

n∑
i=1

‖opose − gpose‖22 (13)

Lseg = ‖oseg − gseg‖22 (14)

where α, β and γ are hyperparameters trading-off the
different loss functions.

4 Experimental Evaluation

In this section, we firstly describe the dataset for exper-
imental results in section 4.1. Then the results by dis-

criminative learning method (Section 4.2) and results
by fully convolutional neural network architecture for
multi-task learning method (Section 4.3) are follows.

4.1 Datasets

We evaluate the efficacy of our proposed scene-specific
spatially-varying pedestrian detection and human pose
estimation framework on three different datasets: an
outdoor dataset, a semi-outdoor datatset and an indoor
dataset.
Towncenter Dataset [73]: The town center dataset
is a video dataset of a semi-crowded town center with a
resolution of 1920 × 1080 and a frame rate of 25fps. We
down-sample the videos to a standardized resolution of
640 × 360.

Fig. 7: Three evaluation scenes with their corresponding
geometric labels. Town Center [73] (top), PETS 2006
[74] (middle) and CMUSRD [75] (bottom).

PETS 2006 Dataset [74]: The PETS 2006 datatset
consists of video (at a resolution of 720 × 576) of a
public space including a number of pedestrians. While
the dataset consists of videos captured by four different

cameras we just use a single camera view for our exper-
iments since our approach is based on a single camera.
We down-sample the videos to a standardized resolu-

tion of 640 × 512.
CMUSRD [75]: The Carnegie Mellon University Surveil-
lance Research Dataset is a new dataset for indoor
surveillance. The data is collected using multiple cam-
eras inside a building at the Carnegie Mellon University
and consists of several tens of different people as sub-
jects. While the original resolution of the data is 1280
× 960, we down-sample the videos to a standardized
resolution of 640 × 480.

4.2 Discriminative Learning Method

4.2.1 Baselines

We evaluate and compare against the following baseline
approaches for the task of pedestrian detection.
G:A single HOG+SVM based pedestrian detector trained
on INRIA pedestrian dataset [40].
G+: A single HOG+SVM based pedestrian detector
trained on the INRIA pedestrian dataset augmented
with negative background patches from the correspond-

ing specific scene.
SS: A single HOG+SVM based pedestrian detector
trained on real data from the corresponding specific

scene.
DPM: The deformable parts based [76, 77] pedestrian
detector trained on the PASCAL VOC person class.
DPM+: We build upon the pioneering work by Hoeim
et.al.,[78] to leverage the known ground truth scene ge-
ometry and camera location/viewpoint at the inference
stage using the DPM pedestrian detector as our base
detector.
SSV: A single HOG+SVM based pedestrian detector
trained only on virtual pedestrians whose appearance
is simulated in the specific scene under consideration.
SSV+: A single HOG+SVM based pedestrian detec-
tor trained on both real and virtual pedestrians whose
appearance is simulated in the specific scene under con-

sideration. This baseline is similar in spirit to the ap-
proach in [22].
SLSV(Ours): Our proposed scene-specific pedestrian

detection framework with a spatially varying pedestrian
appearance model. This model is learned entirely from
virtual pedestrians whose appearance is simulated in
the specific scene under consideration. In the experi-
ments that follow we train a detector for each 16×16 im-
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Fig. 8: Sample detections of DPM (top) and our proposed method (bottom), green denotes true positives and

red denotes false positives.

age patch. The number of models learned for the Town
Center, PETS 2006 and CMUSRD is 640, 879 and 348,
respectively. Each model is trained using 4000 exam-
ples (2000 positive and 2000 negative). This translates
to roughly 2.5 million synthetic images used to train
the detectors for the Towncenter scene.

4.2.2 2D Bounding Box Evaluation

We compare our proposed model to all baselines using
the standard 50% overlap metric used for pedestrian de-
tection [43]. In addition to this metric, we also include
results of the 70% overlap criteria to show the 2D local-
ization power of our approach. Results are summarized
as PR curves in Fig. 9. The curves show that our ap-
proach has a significantly better recall rate due to the
ability to learn accurate location specific detectors. The

qualitative examples are given in Fig. 8 also illustrate
the ability of our method to accurately localize pedes-
trians. Failure cases also show that our model is not
able to detect pedestrians occluded by other pedestri-
ans since this type of occlusion was not generated dur-
ing training. Table 1 shows the mean average precision
(AP) over all three datasets. Our proposed approach
using purely synthetic data outperforms all baselines
with an AP of 0.90. The DPM+ which uses the same
geometry and camera information as our approach per-

forms second best with an AP of 0.86 followed by vanilla
DPM with an AP of 0.73. All other models fall closely
behind the DPM. The main difference between our ap-
proach and the other models is that specific detectors
are learned for each location in the scene. Furthermore
unlike DPM+ which leverages known scene geometry
and camera parameters at inference our model uses the

same information at the training stage.

More importantly, we observe that our approach is
resilient to a more stringent criteria. Across all three

datasets, the standard HOG+SVM model G drops by
37% (0.70 → 0.44) and the DPM+ model performance
drops by 41% (0.86 → 0.51). In contrast, the perfor-
mance of the propose method only drop by 22% (0.90 →
0.70) under the tighter criteria. We will examine the
localization power of our approach further in section
4.2.5.

Table 1: Average precision by bounding box overlap
criteria

0.5 overlap 0.7 overlap Change
G [40] 0.70 0.44 37%
G+ 0.71 0.45 37%

DPM [76] 0.73 0.41 44%
DPM+ [78] 0.86 0.51 41%

SS 0.71 0.42 40%
SSV 0.69 0.34 50%

SSV+ [22] 0.68 0.37 46%
SLSV (Ours) 0.90 0.70 22%

4.2.3 Effect of the smoothness constraint

We have formulated a joint learning problem to ensure
that appearance models vary smoothly over space. Fig.
10 shows how overall performance is effected by chang-
ing the weight of the smoothness term λ in Equation

(2). For the CMUSRD dataset, the smoothness con-
strain improves performance by 8 points (0.89 → 0.97).
We obtain optimal performance at a value of λ = 0.10

for the CMUSRD dataset which we used for all exper-
iments in this paper.

4.2.4 Effect of grid-size resolution

While we observe from comparative experiments that
a single generic detector is not flexible enough to cover
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Fig. 9: Precision-recall curves in 2D bounding box eval-
uation for differing overlap ratio criteria.

the entire scene, we would like to understand how many
detectors are needed to effectively cover all appear-
ance variations. We evaluated the effect of the grid-
size on system performance using a small portion of
the Towncenter scene to understand how appearance
is affected by location. Table 2 shows how AP perfor-
mance changes with respect to the grid size (number of
learned detectors). The results indicate that a smaller
grid size of 8 × 8 patches perform better which means

that pedestrian appearance is in fact varying signifi-

cantly by location. Our results show a plateau effect
starting at 16 × 16 so we use this setting for all our

experiments.

4.2.5 Localization in 3D

Pedestrian detection is often used as a pre-processing
step for tracking, action recognition or activity analysis.
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Fig. 10: AP on CMUSRD for different smoothing values
(λ).

Table 2: Average precision by number of detectors

Patch Size Number of Detectors AP
8× 8 371 0.802

16× 16 102 0.798
32× 32 30 0.764

In these scenarios, it is helpful to know the precise 3D
location of a person in the environment. To evaluate
the performance of 3D localization we use a minimum
distance metric where a detection is considered valid
only if it is within 90 cm of the ground truth location.

Table 3 shows mean AP scores over all three dataset.
Our proposed approach performs best with a AP of
0.91. The second best is the SS model trained on real

scene-specific data with an AP of 0.70, followed by other
models trained on scene-specific data with SSV at an
AP of 0.66 and SSV+ at an AP of 0.65.

We also evaluate our approach with a much tighter
criteria of 50 cm. Our proposed approach is most re-
silient to the tighter criteria with a performance drop

of only 8% (0.91 → 0.84). The performance of all other
models, with the exception of DPM and DPM+, drops
between 10% ∼ 13%. The performance of DPM and
DPM+ drops by a large 35% and 30% respectively,
which indicates that the vertical localization of the DPM
model is noisy.

Fig. 11 compares the 3D trajectories of our proposed
approach and the DPM model. Bounding box results
are projected to the ground plane using the center of the
bottom of the box. Since our proposed approach is able
to accurately localize pedestrians in the image plane,
the projected 3D trajectories are smooth and very close
to the ground truth 3D trajectories. The DPM result

projected into 3D is quite jagged as the bounding box
tends to move up and down during detection.
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Fig. 11: 3D localization trajectories of DPM (top) and our proposed method (bottom) in red, while the ground

truth is in black.
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Fig. 12: Precision-Recall Curves in 3D localization on
Town Center, PETS 2006 and CMUSRD for different
amounts of distance.

Table 3: Average precision by 3D distance criteria

90 cm 50 cm Change
G [40] 0.62 0.56 10%
G+ 0.62 0.56 10%

DPM [76] 0.62 0.40 35%
DPM+ [78] 0.79 0.55 30%

SS 0.70 0.63 10%
SSV 0.66 0.57 13%

SSV+ [22] 0.65 0.58 11%
SLSV (Ours) 0.91 0.84 8%

4.3 Fully Convolutional Neural Network Architecture
for Multi-task Learning Method

For a given specific scene we evaluate the efficacy of our

approach to generate a ScenePoseNet, for pedestrian

detection, pose estimation and segmentation. Detection
and pose estimation are evaluated both quantitatively
and qualitatively, while segmentation is evaluated only
qualitatively due to lack of ground truth segmentation
masks. Fig. 13 shows the activation maps at various
stages of ScenePoseNet. The spatial belief blocks pro-
gressively refine the activation maps from the residual
blocks. We note that combining the activation maps
from the different spatial belief blocks further improves
pedestrian localization in terms of the segmentation

mask.

4.3.1 Baselines

We compare our approach based pedestrian detection
and pose estimation approach to a number of combi-
nations of state-of-the-art pedestrian detectors and hu-
man pose estimation approaches. For pedestrian detec-
tion we consider the two baselines that are based on

HoG features, SLSV [39] and Deformable Parts Model
(DPM) [54], and Faster Region-based Convolutional Neu-
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Fig. 13: Visualization of activation map extracted from the intermediate layers of ScenePoseNet for different regions
of the scene. As the image propagates through ScenePoseNet, the beliefs of the scene background are suppressed
while the beliefs on the pedestrian and the individual joints increases.
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Fig. 14: Precision-Recall curves along with the aver-
age precision for pedestrian detection on the (a) Town-
center and (b) PETS2006 datasets. We compare our
ScenePoseNet (SPN) with DPM and Faster R-CNN.

ral Network [51], pre-trained on ImageNet and VOC2007.
For human pose estimation we compare against two
state-of-the-art methods, Convolutional Pose Machines
(CPM) [61] and Iterative Error Feedback (IEF) [58].
Since these methods assume that pedestrians have been
detected a priori, we use different detectors to localize
pedestrians: DPM, Faster R-CNN and varying degrees
of jittered ground truth bounding boxes. We also test
the ability of CPM and IEF to perform both detection
and pose estimation simultaneously as a baseline i.e.,

using the whole region as the input without localizing
the pedestrian.

Fig. 15: Qualitative results of our approach predicting
bounding box, body pose in terms of part locations
(skeleton) and a (segmentation mask). The first row
shows examples where the pedestrian is occluded.

4.3.2 Pedestrian Detection Evaluation

We compare our ScenePoseNet model to all baselines

using the standard 50% overlap metric used for pedes-
trian detection. Although in theory we can learn a ScenePoseNet
model for every location or region in the scene, pedestri-

ans in the datasets tend to walk only in certain parts of
the scene. For efficiency, we evaluate detection accuracy
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Table 4: Mean average precision and mean IoU

Method meanIoU mAP
Ours 0.5502 0.768
SLSV [39] 0.4041 0.5201

on real pedestrians using only high traffic areas. Re-
sults are summarized in the precision recall (PR) curve
in Fig. 14. The PR curves show that our approach has
a significantly better recall rate due to our ability to
learn accurate scene-and-region specific detectors.

Our approach, trained purely on synthetic data, out-
performs generic state-of-the-art detectors that are
trained on real data. This provides validation for our
premise that explicitly making use of scene geometry,
obstacles and camera setup can significantly help syn-

thesis based techniques outperform models that are
trained on real data. Finally we also compare the per-
formance of our approach with SLSV, which also learns

a scene scene-specific pedestrian detection model based

on traditional HoG features. The comparison of mean
average precision by 50% bounding box overlap and

mean IoU at high traffic region in the Towncenter dataset
are summarized in Table 4. The results show that ScenePoseNet
exhibits better localization performance in comparison
to SLSV even when both of the approaches leverage
scene geometry. We believe that this is due in part to
the ability of ScenePoseNet to learn both the features
and regressor end-to-end.

4.3.3 Pose Estimation Evaluation

We compare our ScenePoseNet model to all baselines
using the standard PCKh metric used for pose esti-
mation. We evaluate pose estimation accuracy on real

pedestrians. Results are summarized as a function of

overlap threshold in Fig. 16a and Fig. 16b for the Town-
center and the PETS2006 datasets respectively. Our

approach outperforms all the baselines on real pedes-
trian data from the two scenes without using any real
data for training. By generating physically grounded
and geometrically accurate renderings of pedestrians
along with high-quality segmentation masks and noise
free joint annotations, ScenePoseNet is able to bridge
the gap between real and synthetic data. In Fig. 15,

qualitative results are provided at different regions on
both PETS2006 and Towncenter datasets.

Finally, we quantify the performance of just the pose
estimator by presenting the baseline pose estimators
with ground truth pedestrian detection and randomly

jittered ground truth (to simulate a better detector).
We also compare against a variant of ScenePoseNet

(SPN-G), that learns only one general network for the

entire scene and is not tuned to any specific region of

the scene. Fig. 16c shows this comparison along with
the SPN-G variant. The SPN-G variant that is trained

for the entire dataset also outperforms the generic pose
estimators.

4.3.4 Time Complexity

We compare the inference time complexity of Scene
Pose Net and the baselines for detection, pose esti-
mation and the combined task. The timing results are
summarized in Fig. 18. We used code provided by the
authors for the baselines and all timing measurements
were performed on the same computational setup with
an Intel i7-5390 processor with a single Titan-X GPU.
The time for the joint task of detection and pose es-
timation depends on the respective detection and pose
estimation baseline combinations. By coupling the tasks

of human localization and pose estimation into a sin-

gle network, ScenePoseNet is significantly, over 100%,
faster than the fastest baseline combination, Faster-

RCNN + CPM. ScenePoseNet processes each frame

in 0.18sec while the baseline combination takes around
0.37sec for both detection and pose estimation.

4.3.5 Ablative Analysis

Effect of data: Here we study the effect of rendering

data with prior knowledge and the amount of data be-
ing used. We perform the following comparisons (see
Fig. 17a): (1) 50,000 training renders sampled from a
prior distribution of pedestrian orientation and pose,
(2) 50,000 training renders sampled from a uniform dis-
tribution of orientation and pose, and (3) 150,000 train-
ing renders sampled from a prior distribution of pedes-
trian orientation and pose. Leveraging prior knowledge
on the likely orientation and pose of people in the scene
allows us make effective use of the rendered data. Fur-
thermore, we observed that using more than 50,000
training images does not improve the performance on
real images, therefore we use 50,000 images to train
our models, sampled from a prior distribution for the

Towncenter and from a uniform distribution for the
PETS2006 dataset.

Effect of SB units: Here we study the effect of

the number of stacked SB units (see Fig. 17b for the re-
sults). We observe that using two SB gives a significant
boost over using a single SB unit. Adding one more SB
unit does not seem to help with the synthetic data but
provides a slight performance boost on real data.

Intermediate supervision and skip connections:
We evaluate the effectiveness of using intermediate su-
pervision, as suggested by some recent pose estimation
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Fig. 16: Pose estimation performance on the (a) Towncenter and the (b) PETS2006 dataset against multiple
baselines on real data. The number in the bracket corresponds to a PCKh threshold of 0.5. The baselines are com-

binations of state-of-the-art detection and pose estimation methods as well as pose estimation without pedestrian

detection. (c) We also compare pose estimation performance on the Towncenter dataset when using the ground
truth (GT) detections and their jittered (GT-J) versions as well as the ScenePoseNet generic– SPN-G, where we

learn a single model for the entire scene.
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Fig. 17: Pose estimation results on real data: (a) here we demonstrate the advantage of using a data prior for
sampling pedestrian orientation and pose, (b) exploring the effect of number of spatial belief units, and (c) the
effect of training our model with intermediate supervision i.e., optimizing a single loss function (SL) and multiple
loss functions (ML).
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Fig. 18: Comparison of speed across different ap-
proaches for pose estimation and pedestrian detection.

approaches [61], on the performance of ScenePoseNet.

We train and evaluate our network with intermediate
supervision at the outputs of the spatial-belief units.

Fig. 17c shows the comparison. The network using in-

termediate supervision only provides a small gain in
performance. Therefore, we do not use intermediate su-
pervision in our experiments. Finally, we note that the

skip connections have proven critical in being able to
train our network. Repeated attempts to train our net-
work without the skip connections has resulted in con-
vergence failure.

5 Conclusion

We have presented a purely synthetic approach to train-
ing scene-specific location-specific pedestrian detectors
and pose estimators. We showed that by leveraging the

parameters of the camera and known geometric layout
of the scene, we are able to learn customized pedestrian
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models for every part of the scene. In particular, our
proposed approach took into account the perspective
projection of pedestrians on the image plane and also
modeled pedestrian appearance under synthetic object

occlusion.
Our proposed algorithm jointly learns hundreds of

pedestrian models using an efficient alternating algo-

rithm, which fine tunes each pedestrian detector while
also enforcing spatial smoothness between models. Our
experiments showed that our model outperforms several
baseline approaches in terms of image plane localization
and as well as localization in 3D.

For scaling to multi-task learning for further analy-
sis, our algorithm generates a deep convolutional neural
network trained on scene specific synthetic data. The
rendering system generates physically grounded and ge-
ometrically plausible renders of synthetic humans that
serve as training data for our scene-specific pedestrian
detection and pose estimation model. Our experimental
results suggest a surprising outcome that our approach
can effectively generate a pedestrian detector and pose

estimator just from a high level description of the scene.
The models by our framework can serve as an alter-
native to using state-of-the-art off-the-shelf generic for

pedestrian detection and pose estimation.
Synthesis-based training techniques are well suited

for the current paradigm of data-hungry object detec-
tors. Although we have focused primarily on the use of
scene geometry for synthesis, it is only the first step
in maximizing prior scene knowledge for synthesis. We
have yet to explore the more high-level semantic inter-
pretation of the scene which can be used to generate
a wider range of human poses. For example, functional
attributes of the scene provide strong priors on walk-
ing direction, probable pose and likely occlusion pat-
terns which can be used to generate a wider range of
synthetic images of people. We believe that advances
in functional scene understanding and improvements in
human rendering techniques will enable more powerful
models using our detection-from-synthesis approach.
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22. David Vazquez, A López, Javier Marin, Daniel Ponsa,
and David Gerónimo. Virtual and real world adapta-
tion for pedestrian detection. PAMI, 36(4):797–809, April
2014. 3, 10, 11, 13

23. L. Pishchulin, A. Jain, M. Andriluka, T. Thormählen,
and B. Schiele. Articulated people detection and pose
estimation: Reshaping the future. In CVPR, 2012. 3

24. German Ros, Laura Sellart, Joanna Materzynska, David
Vazquez, and Antonio Lopez. The SYNTHIA Dataset: A
large collection of synthetic images for semantic segmen-
tation of urban scenes. In CVPR, 2016. 3

25. A Gaidon, Q Wang, Y Cabon, and E Vig. Virtual worlds
as proxy for multi-object tracking analysis. In CVPR,
2016. 3

26. Stephan R. Richter, Vibhav Vineet, Stefan Roth, and
Vladlen Koltun. Playing for data: Ground truth from
computer games. In Bastian Leibe, Jiri Matas, Nicu Sebe,
and Max Welling, editors, European Conference on Com-
puter Vision (ECCV), volume 9906 of LNCS, pages 102–
118. Springer International Publishing, 2016. 3

27. Pyry Matikainen, Rahul Sukthankar, and Martial
Hebert. Classifier ensemble recommendation. In ECCV
Workshop, pages 209–218. Springer, 2012. 3

28. Leonid Pishchulin, Arjun Jain, Christian Wojek,
Mykhaylo Andriluka, T Thormahlen, and Bernt Schiele.
Learning people detection models from few training sam-
ples. In CVPR, pages 1473–1480. IEEE, 2011. 3

29. Meng Wang and Xiaogang Wang. Automatic adaptation
of a generic pedestrian detector to a specific traffic scene.
In CVPR, pages 3401–3408. IEEE, 2011. 3

30. Meng Wang, Wei Li, and Xiaogang Wang. Transferring
a generic pedestrian detector towards specific scenes. In
CVPR, pages 3274–3281. IEEE, 2012. 3

31. Xiaogang Wang, Meng Wang, and Wei Li. Scene-specific
pedestrian detection for static video surveillance. PAMI,
36(2):361–374, Feb 2014. 3

32. Jiaolong Xu, David Vázquez, Sebastian Ramos, Anto-
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